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NAUKI O DANYCH
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Organizacja danych E
S - liczba atrybutow/wejS¢/cech

Height Weight BMI Cholesterol LDL Cholesterol HDL Gender Age

o o 306 170 115 39 145 25 Male 70

WEJSCIE WYJSCIe 371 179 108 33 54 20 Male 64

. - 383 160 59 23 183 38 Male 68

{\(Xia yz) }N N - IICZ_b? .rekor(’jo_w/par oW 194 82 2 76 62 Male 63
i—1 wejscie-wyjscle 543

& 156 77 31 99 56 Female 69

P 135 80 23 68 36 Male 68

wiersz lub kolumna/rekord/obserwacja
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. wektor ,{predykcja (odgadniecie)”
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Organizacja wynikow obliczen

X Model U
—— | '
J = o(x;0)

6 - wektor parametrow modelu

@ - o0golny opis obliczen
czyli algorytm predykcji

Predykcja modelu dla i - tej obserwacji
Ji = p(xi;0)
Btad predykcji: e; = vy, —y;
= ¥ — p(xi;0)

Predykcje modelu dla catego zbioru danych
Y=[)1 % ... Un]

Poprawne ,odpowiedzi” ze zbioru danych
- wartosci zadane

Y = [yl Y2 ... yN]
Btedy predykc;ji
E = [61 eo ... eN]



Wyznaczenie parametrow modelu

m Dane: X Y - pomiary m Szukane:
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Wyznaczenie parametrow modelu

m Dane: X Y - pomiary m Szukane:
y = @(x;0) - posta¢ modelu § =? - wartosci parametréow modelu
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Wyznaczenie parametrow modelu

Estymacja?, aproksymacja?

m Rozwigzanie: 615 = arg mgin Q(0) dla ustalonego zbioru danych X,Y
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ANALITYCZNIE

VS
NUMERYCZNIE




rozwigzanie
- Jest przedstawione w postaci (wzOr matematyczny) i jest

m Numeryczne rozwigzanie

- ma postac algorytmu sktadajgcego sie z kolejnych procesu
obliczen, generujgcego coraz dokfadniejsze rozwigzania

ax? +br+c=0

analitycznie numerycznie
_—b:l:\/m ax?+bxi+c

P =X —

v 2a 2ax; + b

r =< X;




Przyktad zadania obliczeniowego

import numpy as np # numerycznie

X = np.random.uniform(-1,1)
a, b, c=1, -3, 1 for i in range(15):
# analitycznie x -= (a*x**2+b*x+c)/(2*a*x)
p_delta = 0.5*np.sqrt(b**2-4*a*c)/a print(x)
x_dokladne = (-0.5*b/a - p_delta, -0.5*b/a + p_delta) 2.617041274821245
print(x_dokladne)

(0.3819660112501051, 2. 618033988749895)r

ar? +br+c=0
analitycznie numerycznie

_ —b £+ Vb? — dac g =3 — azr? + bx; + ¢

2a | 2ax; + b
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Przyktad zadania obliczeniowego

import matplotlib.pyplot as plt

1.0 +
f = lambda x: a*x**2+b*x+c
XX = np.linspace(start=0, stop=3, num=300)
0-51 plt.plot(xx,f(xx))
plt.axhline(y=0, linewidth=8.5, linestyle='--', color='black')
< 0.0 .
) # numerycznie
S~ X = np.random.uniform(@,3)
05 4 plt.plot(x,f(x), marker="d', color="gray', markersize=18, label='poczatek')
for i in range(15):
x -= f(x)/(2*a*x)
~1.0 + poczatek plt.plot(x,f(x), marker='o', markersize=5, color='tab:green', alpha=0.7)
—=e koniec
: : i : : : : plt.plot(x,f(x), marker="*", markersize=15, color='tab:red', label='koniec')
0.0 0.5 1.0 1.5 2.0 2.5 3.0

ax? + bx; + ¢
2ax; + b

":17/,;4_1 = Tr; —




Prompt do matematyki o rozwigzanie rownania

Prompt do matematyki o optimum funkcji

fi(z) =0







Dopasowanie modelu do danych

Metoda najmniejszych kwadratow (ang. Least Squares method)

N {(Xz,yz)}il l

-

Jakos¢ modelu \

_,[A'V'Ode;; 1 > QO:;X,Y) Ze

€ = Y;i — yz )

uczenie E.k
OLs = argmin Q(6; X, Y)




Rozwigzanie analityczne czy numeryczne?

() nieciagla
_ _ optymalizacja numeryczna
0Q
00, 0 () nier6zniczkowalna
. ' optymalizacja numeryczna
Q) 0
00s - () zbyt skomplikowana
Jestem w stanie policzy¢ pochodne optymalizacja numeryczna

i rozwigzac¢ ukfad
. ukfad rownan zbyt skomplikowany

) ) numerycznie ukitad rdéwnan
analitycznie




Wybrane reguty ,gradientowania”

W - wektor kolumnowy X, b - inne wektory kolumnowe
0
—a(szTx = —a(zvxTw =X —8WWTW = 2w
A - macierz
0 OA 0
0 — (AA YY) =" A '+ AA
—w'Aw=(A+A")w 76 | ) = 0 MY
Ow
9 U
BTN b'Ax =bx"
0 0A
— A=A A
00 00

0 o _1\T
8—AlogdetA—(A )




Rozwigzanie analityczne

Lo=0s = HLS_ (XXT) XYT

.\\
Réwnania normalne R Tl NS
Metody Najmniejszych Kwadratow B AN
(ang. Least-Squares method)
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Czy to zawsze dobrze dziata?
Zatozenia stojgce u podstaw metody

= —— e— e— e— e— e— — —

2 — zaktocenia

w - niezaburzone wyjscie

s = arg m@in Q(0)

h(w, z) - opis naktadania sie zaktocen (ztoSliwy hohlik)

1. z; niezalezne
2.addytywne y = h(w,2)
= Wtz
3. symetryczne wzgledem zera
Elz] =0
4. majg okreslong skale

Var[z] < oo



Uogdlnione modele liniowe

9,
. T y=axr+b 0
oy = 0 x g 0 — |
G =012 + 0,22 + . 4 g2 = Z Qj:z:(j) :
Jj=1 1Og
~_ T uogolniony model liniowy
— () _ B
" =02 (ang. generalized linear model) 0, =a 2 =1,
o = 3 =g,
?):a-l-bx-l—ca?Q-l—dsinaz—l—esini%a} 03 = c, 33(3):81111:,




Uogodlnione modele liniowe

m Wyzwanie (ang. challenge) - czy da sie nauczy¢ te modele metodg MNK?

a) @:993
o) =’

. 1
c) Yy =




Wiele wyjs¢




Predykcja - czesty btad

pomiar ,
ten model na 0g6t nie ma sensu

Czas WA bomiar
predykcja _

\‘1 tak to sie robi

predykcja

Jak zbudowana jest macierz X ?




Model odniesienia / model naiwny

m  Wspoiczynnik determinacji

A

7; = p(x;;0) - model docelowy

sum of squared errors

1 N
N N —_ _ L
2 . N9 Y= N E Yi - model odniesienia
SSE=Y el=> (i — i) —
i=1 i=1
total sum of squares coefficient of determination

N
3 TSS — SSE
_ 2 2 _
TSS _ — (yz y) R TSS
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