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Algorytm k-Srednich (ang. K-Means)
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Algorytm k-Srednich (ang. K-Means)
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Algorytm k-Srednich (ang. K-Means)

Ogolna procedura:

Metoda maksymalizacji oczekiwania
(ang. Expectation - Maximization E-M)




Mieszanina rozktadow Gaussa

jako estymator rozktadu jako algorytm grupowania



Mieszanina rozktadow Gaussa

, 0 20 40 60 80 100
10 [terations

(c) (d)

0 20 40 60 80 100
10 Iterations

(c) (d)

|

2
o
™

I
()
o}
=)}




Estymacja wariacyjna Bayesa
ang. (Variational Bayes)
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Estymacja wariacyjna Bayesa

ang. (Variational Bayes)
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Przyktady algorytmow i podejsé

m K-Srednich (ang. k-means) / centroidow

m Mieszanina rozktadow Gaussa

- maksymalizacja oczekiwania (ang. Expectation-Maximization)

m DBSCAN
m Widmowa analiza skupien

m Grupowanie twarde i miekkie
- rozmyte c-Srednich (ang. fuzzy c-means)

m Metody aglomeracyjne

sklearn.mixture.GaussianMixture
.BayesianGaussianMixture

sklearn.cluster.Kmeans
.DBSCAN
.AgglomerativeClustering
.SpectralClustering
scipy.cluster.hierarchy.linkage
.dendrogram



Ocena jakosci grupowania

Odlegtos¢ miedzy dwoma wektorami
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Rozproszenie wewngtrzgrupowe
(ang. Within-Cluster Sum of Squares)
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