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Wykład 2. Analityczne metody optymalizacji
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2.0  Przydatne definicje, własności
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Funkcja wypukła:
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Funkcja pseudo - wypukła:

Zgodnie z rozwinięciem Taylor’ a funkcji mamy:

[ ] ( )02000 )()()()( xxOxFxxxFxF x
T −+∇−+=

[ ] )()(0)()( 000 xFxFxFxx x
T >⇒≥∇−

x
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Funkcja quasi - wypukła:

{ }αα ≤∈= )(: xFx xDD – zbiór wypukły
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jest macierzą symetryczną

Własności Hessjanu:
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00 <∀ ≠ HxxT
x S

00 ≥∀ ≠ HxxT
x S

00 ≤∀ ≠ HxxT
x S

H

H

H

7

Jeżeli to jest ujemnie określonyH

Jeżeli to jest dodatnio pół określony

Jeżeli to jest ujemnie pół określony

Określoność macierzy (Hessjanu)
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Jeżeli to macierz H jest 
dodatnio pół określona

Jeżeli to macierz H jest 
dodatnio określona

Wartości własne macierzy H

( ) ShhhhIH ,,,0det 21 =− - wartości własne macierzy H

Jeżeli

Jeżeli

0,,2,1 >=∀ shSs  to macierz H jest dodatnio określona

0,,2,1 ≥=∀ shSs  to macierz H jest dodatnio pół określona

Kryterium Sylwestra:
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Zadanie decyzyjne bez ograniczeń: S
x RD =

Zadanie decyzyjne z ograniczeniami
równościowymi:

{ }SLxxxx L
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x ≤===∈= ,0)(,,0)(,0)(: 21 ϕϕϕ RD

)1(x
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Zadanie decyzyjne z ograniczeniami 
nierównościowymi:

{ }0)(,,0)(,0)(: 21 ≤≤≤∈= xxxx M
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 Zadanie optymalizacji bez ograniczeń

 Zadanie optymalizacji z ograniczeniami równościowymi 
– metoda współczynników Lagrange’a

 Zadanie optymalizacji z ograniczeniami 
nierównościowymi – metoda Kuhna-Tuckera
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
2.1 Analityczne warunku optymalności



Założenie:            jest funkcją ciągłą i różniczkowalną.

Zadanie optymalizacji: )(min)(
S

xFxFx
x RDx =∈

∗∗ =→

)(xF

Warunkiem koniecznym aby       było minimum lokalnym jest:∗x

Sxx xF 0)(
*
=∇

Jeżeli jest funkcją pseudo - wypukłą, powyższe równanie jest warunkiem 
koniecznym i wystarczającym aby        było minimum globalnym

)(xF
∗x
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Jeżeli             jest dodatnio pół określona                  to rozwiązanie 
powyższego równania jest minimum globalnym

( )xH Sx R∈∀

Jeżeli             jest dodatnio określona                  powyższe równanie ma jedno 
rozwiązanie      i jest ono minimum globalnym

( )xH Sx R∈∀
∗x

0𝑆𝑆 = �
0
0
⋮
0

𝑆𝑆 𝑧𝑧𝑧𝑧𝑧𝑧



Warunki optymalności drugiego rzędu:

Jeżeli jest dodatnio pół określona w punkcie        
to      jest minimum lokalnym

)( ∗xH

)( ∗xH

∗x

∗x

∗x
∗x

∗x
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( )xF

x

Sxx xF 0)(
*
=∇Równanie                                 może mieć wiele rozwiązań

Jeżeli jest ujemnie pół określona w punkcie        
to      jest maksimum lokalnym



 𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2 = 5 𝑥𝑥 1 2
+ 𝑥𝑥 2 2

− 4𝑥𝑥 1 𝑥𝑥 2 − 2𝑥𝑥 1 + 3

 �𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2
𝑥𝑥=𝑥𝑥∗ �=

𝜕𝜕𝐹𝐹 𝑥𝑥 1 ,𝑥𝑥 2

𝜕𝜕𝑥𝑥 1

𝜕𝜕𝐹𝐹 𝑥𝑥 1 ,𝑥𝑥 2

𝜕𝜕𝑥𝑥 1
𝑥𝑥=𝑥𝑥∗

= 10𝑥𝑥 1 ∗ − 4𝑥𝑥 2 ∗ − 2
2𝑥𝑥 2 ∗ − 4𝑥𝑥 1 ∗ = 0

0  1
2

 z  2 → 𝑥𝑥 2 ∗ = 2𝑥𝑥 1 *
 z  1  → 10𝑥𝑥 1 ∗ − 8𝑥𝑥 1 ∗ = 2 → 𝑥𝑥 1 ∗ = 1, 𝑥𝑥 2 ∗ = 2

 𝐻𝐻 𝑥𝑥 = 𝛻𝛻𝑥𝑥𝑥𝑥𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2 = 10 4
4 2

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑11 = 𝑑𝑑𝑑𝑑𝑑𝑑 10 = 10 > 0

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑22 = 𝑑𝑑𝑑𝑑𝑑𝑑 10 4
4 2 = 20 − 16 = 4 > 0

 Macierz 𝐻𝐻 𝑥𝑥  jest dodatnio określona zatem punkt 𝑥𝑥∗ = 1
2  - minimum



 𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2 = α 𝑥𝑥 1 2
+ 𝑥𝑥 2 2

− 4𝑥𝑥 1 𝑥𝑥 2 − 2𝑥𝑥 1 + 3

 �𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2
𝑥𝑥=𝑥𝑥∗ �=

𝜕𝜕𝐹𝐹 𝑥𝑥 1 ,𝑥𝑥 2

𝜕𝜕𝑥𝑥 1

𝜕𝜕𝐹𝐹 𝑥𝑥 1 ,𝑥𝑥 2

𝜕𝜕𝑥𝑥 1
𝑥𝑥=𝑥𝑥∗

= 2α𝑥𝑥 1 ∗ − 4𝑥𝑥 2 ∗ − 2
2𝑥𝑥 2 ∗ − 4𝑥𝑥 1 ∗ = 0

0  1
2

 z  2 → 𝑥𝑥 2 ∗ = 2𝑥𝑥 1 ∗

 z  1  → 2α𝑥𝑥 1 ∗ − 8𝑥𝑥 1 ∗ = 2 → 𝑥𝑥 1 ∗ = 1
α−4

, 𝑥𝑥 2 ∗ = 2
α−4

, α ≠ 4

 𝐻𝐻 𝑥𝑥 = 𝛻𝛻𝑥𝑥𝑥𝑥𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2 = 2α 4
4 2

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑11 = 𝑑𝑑𝑑𝑑𝑑𝑑 2α = 2α > 0 → α > 0

 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑22 = 𝑑𝑑𝑑𝑑𝑑𝑑 2α 4
4 2 = 8α − 16 > 0 → α > 2

 Dla α > 2 macierz 𝐻𝐻 𝑥𝑥  jest dodatnio określona a punkt 𝑥𝑥∗ =
1

α−4
2

α−4

 - minimum



 Dla α > 2 macierz 𝐻𝐻 𝑥𝑥  jest dodatnio określona 

 Punkt 𝑥𝑥∗ =
1

α−4
2

α−4

 - minimum α ≠ 4 funkcji

 𝐹𝐹 𝑥𝑥 1 , 𝑥𝑥 2 = α 𝑥𝑥 1 2
+ 𝑥𝑥 2 2

− 4𝑥𝑥 1 𝑥𝑥 2 − 2𝑥𝑥 1 + 3



 𝐹𝐹 𝑥𝑥 = 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 + 𝑏𝑏𝑇𝑇𝑥𝑥 + 𝑐𝑐
 A – macierz symetryczna, dodatnio określona

 𝐴𝐴 = 𝑎𝑎𝑖𝑖𝑖𝑖 𝑖𝑖=1,2,⋯,𝑆𝑆
𝑖𝑖=1,2,⋯,𝑆𝑆

=

𝑎𝑎11 𝑎𝑎12 ⋯ 𝑎𝑎1𝑆𝑆
𝑎𝑎21 𝑎𝑎22 ⋯ 𝑎𝑎2𝑆𝑆
⋮
𝑎𝑎𝑆𝑆𝑆

⋮
𝑎𝑎𝑆𝑆𝑆

⋱
⋯

⋮
𝑎𝑎𝑆𝑆𝑆𝑆

 𝑥𝑥 =
𝑥𝑥 1

𝑥𝑥 2

⋮
𝑥𝑥 𝑆𝑆

, b=

𝑏𝑏1
𝑏𝑏2
⋮
𝑏𝑏𝑠𝑠

, - S –wymiarowe wektory

 |𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 𝑥𝑥=𝑥𝑥∗ = �𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 + 𝑏𝑏𝑇𝑇𝑥𝑥 + 𝑐𝑐 𝑥𝑥=𝑥𝑥∗ = 0𝑆𝑆   |𝑥𝑥=𝑥𝑥∗



 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 = 𝑥𝑥 1 𝑥𝑥 2 ⋯ 𝑥𝑥 𝑆𝑆

𝑎𝑎11 𝑎𝑎12 ⋯ 𝑎𝑎1𝑆𝑆
𝑎𝑎21 𝑎𝑎22 ⋯ 𝑎𝑎2𝑆𝑆
⋮
𝑎𝑎𝑆𝑆𝑆

⋮
𝑎𝑎𝑆𝑆𝑆

⋱
⋯

⋮
𝑎𝑎𝑆𝑆𝑆𝑆

𝑥𝑥 1

𝑥𝑥 2

⋮
𝑥𝑥 𝑆𝑆

 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 = ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗

 𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 =

𝜕𝜕 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴
𝜕𝜕𝑥𝑥 1

𝜕𝜕 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴
𝜕𝜕𝑥𝑥 2

⋮
𝜕𝜕 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴
𝜕𝜕𝑥𝑥 𝑆𝑆

=

𝜕𝜕
𝑥𝑥 1 ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗

𝜕𝜕
𝑥𝑥 2 ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗

⋮
𝜕𝜕
𝑥𝑥 𝑆𝑆 ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗



 𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 =

𝜕𝜕
𝜕𝜕𝑥𝑥 1 ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗

𝜕𝜕
𝜕𝜕𝑥𝑥 2 ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗

⋮
𝜕𝜕

𝜕𝜕𝑥𝑥 𝑆𝑆 ∑𝑖𝑖=1𝑆𝑆 ∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑖 𝑥𝑥  𝑖𝑖 𝑥𝑥 𝑗𝑗

 𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 =

∑𝑗𝑗=1𝑆𝑆 𝑎𝑎1𝑗𝑗𝑥𝑥 𝑗𝑗 +∑𝑖𝑖=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑥𝑥 𝑖𝑖

∑𝑗𝑗=1𝑆𝑆 𝑎𝑎2𝑗𝑗𝑥𝑥 𝑗𝑗 +∑𝑖𝑖=1𝑆𝑆 𝑎𝑎𝑖𝑖2𝑥𝑥 𝑖𝑖

⋮
∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑆𝑆𝑗𝑗𝑥𝑥 𝑗𝑗 +∑𝑖𝑖=1𝑆𝑆 𝑎𝑎𝑆𝑆1𝑥𝑥 𝑖𝑖

=



 𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 =

∑𝑗𝑗=1𝑆𝑆 𝑎𝑎1𝑗𝑗𝑥𝑥 𝑗𝑗

∑𝑗𝑗=1𝑆𝑆 𝑎𝑎2𝑗𝑗𝑥𝑥 𝑗𝑗

⋮
∑𝑗𝑗=1𝑆𝑆 𝑎𝑎𝑆𝑆𝑆𝑆𝑥𝑥 𝑗𝑗

+

∑𝑖𝑖=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑥𝑥 𝑖𝑖

∑𝑖𝑖=1𝑆𝑆 𝑎𝑎𝑖𝑖𝑖𝑥𝑥 𝑖𝑖

⋮
∑𝑖𝑖=1𝑆𝑆 𝑎𝑎𝑆𝑆𝑆𝑥𝑥 𝑖𝑖

𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 =
𝑎𝑎11 𝑎𝑎12 ⋯ 𝑎𝑎1𝑆𝑆
𝑎𝑎21 𝑎𝑎22 ⋯ 𝑎𝑎2𝑆𝑆
⋮
𝑎𝑎𝑆𝑆𝑆

⋮
𝑎𝑎𝑆𝑆𝑆

⋱
⋯

⋮
𝑎𝑎𝑆𝑆𝑆𝑆

𝑥𝑥 1

𝑥𝑥 2

⋮
𝑥𝑥 𝑆𝑆

+

𝑎𝑎11 𝑎𝑎21 ⋯ 𝑎𝑎𝑆𝑆𝑆
𝑎𝑎12 𝑎𝑎22 ⋯ 𝑎𝑎𝑆𝑆𝑆
⋮
𝑎𝑎𝑆𝑆𝑆

⋮
𝑎𝑎𝑆𝑆𝑆

⋱
⋯

⋮
𝑎𝑎𝑆𝑆𝑆𝑆

𝑥𝑥 1

𝑥𝑥 2

⋮
𝑥𝑥 𝑆𝑆

𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 = 𝐴𝐴𝐴𝐴 + 𝐴𝐴𝑇𝑇𝑥𝑥 = 𝐴𝐴 + 𝐴𝐴𝑇𝑇 𝑥𝑥

𝑑𝑑𝑑𝑑𝑑𝑑 𝐴𝐴 = 𝐴𝐴𝑇𝑇  𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 = 2𝐴𝐴𝐴𝐴



 𝑏𝑏𝑇𝑇𝑥𝑥= 𝑏𝑏1 𝑏𝑏2 ⋯ 𝑏𝑏𝑆𝑆

𝑥𝑥 1

𝑥𝑥 2

⋮
𝑥𝑥 𝑆𝑆

= ∑𝑖𝑖=1𝑆𝑆 𝑏𝑏𝑖𝑖𝑥𝑥 𝑗𝑗

 𝛻𝛻𝑥𝑥 𝑏𝑏𝑇𝑇𝑥𝑥 =

𝜕𝜕
𝜕𝜕𝑥𝑥 1 ∑𝑖𝑖=1𝑆𝑆 𝑏𝑏𝑖𝑖𝑥𝑥 𝑗𝑗

𝜕𝜕
𝜕𝜕𝑥𝑥 2 ∑𝑖𝑖=1𝑆𝑆 𝑏𝑏𝑖𝑖𝑥𝑥 𝑗𝑗

⋮
𝜕𝜕

𝜕𝜕𝑥𝑥 𝑆𝑆 ∑𝑖𝑖=1𝑆𝑆 𝑏𝑏𝑖𝑖𝑥𝑥 𝑗𝑗

=

𝑏𝑏1
𝑏𝑏2
⋮
𝑏𝑏𝑠𝑠

= b



 �𝛻𝛻𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 + 𝑏𝑏𝑇𝑇𝑥𝑥 + 𝑐𝑐 𝑥𝑥=𝑥𝑥∗ = 2A𝑥𝑥∗ + b = 0𝑆𝑆

 𝑥𝑥∗ = −1
2
𝐴𝐴−1𝑏𝑏

𝐻𝐻 𝑥𝑥 = 𝛻𝛻𝑥𝑥𝑥𝑥 𝑥𝑥𝑇𝑇𝐴𝐴𝐴𝐴 + 𝑏𝑏𝑇𝑇𝑥𝑥 + 𝑐𝑐 = 𝛻𝛻𝑥𝑥 2Ax + b =
2𝐴𝐴

 Macierz Hessa dodatnio określona bo A jest dodatnio określona



Zadanie decyzyjne bez ograniczeń: S
x RD =

Zadanie decyzyjne z ograniczeniami
równościowymi:

{ }SLxxxx L
S

x ≤===∈= ,0)(,,0)(,0)(: 21 ϕϕϕ RD

)1(x

)2(x

Zadanie decyzyjne z ograniczeniami 
nierównościowymi:

{ }0)(,,0)(,0)(: 21 ≤≤≤∈= xxxx M
S

x ψψψ RD
)1(x

)2(x 0)(1 ≤xψ

0)(2 ≤xψ

0)(3 ≤xψ

25

0)( =xϕ

)1(x

)2(x




2.2 Metoda mnożników  Lagrange’a



Zadanie optymalizacji: )(min)( xFxFx
xx D∈

∗∗
∗

=→

{ }SLxxxx L
S

x ≤===∈= ,0)(,,0)(,0)(: 21 ϕϕϕ RD

0)(1 =xϕ

)1(x

)2(x

xD∗x

27

{ }SLxx L
S

x ≤=∈= ,0)(: ϕRD



















=

)(

)(
)(

)( 2

1

x

x
x

x

Lϕ

ϕ
ϕ

ϕ


−





























= LL

0

0
0

0


zer



 Metoda współczynników Lagrange’ a

)()()()(),(
1

xxFxxFxL T
L

l
ll ϕλϕλλ +=+= ∑

=



















=

Lλ

λ
λ

λ

2

1

Warunki konieczne optymalności:

Sxx xL 0),(
,
=∇ ∗∗ λ

λ

Funkcja Lagrange’a:

,

)(

)(
)(

)( 2

1



















=

x

x
x

x

Lϕ

ϕ
ϕ

ϕ


Lx
xL 0),(

,
=∇ ∗∗ λλ λ

28

- wektor
  współczynników
  Lgrange’ a

[ ],)()()( xFxGrankxGrank x∇−=⇔ 

gdzie:

[ ])()()()( 21 xxxxG Lxxx ϕϕϕ ∇∇∇= 



Warunki optymalności drugiego rzędu:

Jeżeli jest dodatnio określona w punkcie        
to      jest minimum lokalnym

)( ∗xH L

)( ∗xH L

∗x

∗x∗x

∗x

29

Powyższy układ równań może mieć wiele rozwiązań

Jeżeli jest ujemnie określona w punkcie        
to      jest maksimum lokalnym

( ) ( )λ,xLxH xxL ∇=Oznaczmy:

Jeżeli funkcja           jest wypukła, a ograniczenia są liniowe czyli mają 
postać                                                                     to powyższy układ równań 
ma jedno rozwiązanie i jest ono rozwiązaniem optymalnym 

( )xF
Llxpx l

T
ll ,,2,1,0)( ==−= αϕ



0)( =xϕ

)1(x

)2(x

)(xxϕ∇

)(xFx∇

∗
1x

∗
2x

Warunek konieczny optymalności:

R∈λ – współczynnik Lagrange’ a
gdzie:

30

( ) ( ) ( )xxFxL λϕλ +=,

𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 = −λ𝛻𝛻𝑥𝑥φ 𝑥𝑥

𝛻𝛻λ𝐿𝐿 𝑥𝑥, λ =
𝜕𝜕𝐿𝐿 𝑥𝑥1, 𝑥𝑥2, λ

𝜕𝜕λ = 0

φ 𝑥𝑥1, 𝑥𝑥2 = 0

𝛻𝛻𝑥𝑥𝐿𝐿 𝑥𝑥, λ = 𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 + λ𝛻𝛻𝑥𝑥φ 𝑥𝑥 = 0



 𝑥𝑥1∗, 𝑥𝑥2∗ → 𝐹𝐹 𝑥𝑥1∗, 𝑥𝑥2∗ = min
𝑥𝑥1,𝑥𝑥2

𝐹𝐹 𝑥𝑥1, 𝑥𝑥2

 Przy ograniczeniu φ 𝑥𝑥1, 𝑥𝑥2 = 0
 φ 𝑥𝑥1, 𝑥𝑥2 = 0 → 𝑥𝑥2 = ψ 𝑥𝑥1
 𝑥𝑥1∗ → 𝐹𝐹 𝑥𝑥1∗,ψ 𝑥𝑥1∗ = min

𝑥𝑥1 
𝐹𝐹 𝑥𝑥1,ψ 𝑥𝑥1


𝑑𝑑𝐹𝐹 𝑥𝑥1,ψ 𝑥𝑥1

𝜕𝜕𝑥𝑥1
= 𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
+𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2

𝑑𝑑ψ 𝑥𝑥1
𝑑𝑑𝑥𝑥1

= 0

 Pochodna funkcji rozwikłanej


𝑑𝑑ψ 𝑥𝑥1
𝜕𝜕𝑥𝑥1

= −
𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2




𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
+𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2
−

𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2
𝜕𝜕𝑥𝑥1

𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2
𝜕𝜕𝑥𝑥2

= 0

 oznaczmy λ = −
𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2
𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2


𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
+λ 𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
= 0


𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2
+λ 𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2
= 0

 𝑥𝑥2 = ψ 𝑥𝑥1 → φ 𝑥𝑥1, 𝑥𝑥2 = 0



 𝐿𝐿 𝑥𝑥1, 𝑥𝑥2, λ = 𝐹𝐹 𝑥𝑥1, 𝑥𝑥2 + λφ 𝑥𝑥1, 𝑥𝑥2


𝜕𝜕𝐿𝐿 𝑥𝑥1,𝑥𝑥2,λ

𝜕𝜕𝑥𝑥1
= 0 → 𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
+λ 𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥1
= 0


𝜕𝜕𝐿𝐿 𝑥𝑥1,𝑥𝑥2,λ

𝜕𝜕𝑥𝑥2
= 0 → 𝜕𝜕𝜕𝜕 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2
+λ 𝜕𝜕φ 𝑥𝑥1,𝑥𝑥2

𝜕𝜕𝑥𝑥2
= 0


𝜕𝜕𝐿𝐿 𝑥𝑥1,𝑥𝑥2,λ

𝜕𝜕λ
= 0 → φ 𝑥𝑥1, 𝑥𝑥2 = 0

 Ogólniej 

Sxx xL 0),(
,
=∇ ∗∗ λ

λ

Lx
xL 0),(

,
=∇ ∗∗ λλ λ



0)( =xϕ

)1(x

)2(x

)(xxϕ∇

)(xFx∇

∗
1x

∗
2x

Warunek konieczny optymalności:

R∈λ – współczynnik Lagrange’ a
gdzie:

34

( ) ( ) ( )xxFxL λϕλ +=,

𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 = −λ𝛻𝛻𝑥𝑥φ 𝑥𝑥

𝛻𝛻λ𝐿𝐿 𝑥𝑥, λ =
𝜕𝜕𝐿𝐿 𝑥𝑥1, 𝑥𝑥2, λ

𝜕𝜕λ = 0

φ 𝑥𝑥1, 𝑥𝑥2 = 0

𝛻𝛻𝑥𝑥𝐿𝐿 𝑥𝑥, λ = 𝛻𝛻𝑥𝑥𝐹𝐹 𝑥𝑥 + λ𝛻𝛻𝑥𝑥φ 𝑥𝑥 = 0



 Metoda Lagrange’ a - Przykład 2.2.1

( ) ( )2)2(2)1()( xxxF +=

04)( )2()1( =−+= xxxϕ

4

)1(x

)2(x

4









=∗

2
2

x

)(xϕ

35

( ) ( )( ) ( )( ) ( ) ( )( )4, 212221 −+++= xxxxxL λλ



36





37

2𝑥𝑥 2



 Metoda współczynników Lagrange’a – Przykład 2.2.2 
rozwiązanie nieregularne

( ) ( )2)2(2)1()( xxxF +=

( ) ( ) 01)( 3)1(2)2( =−−= xxxϕ
)1(x

)2(x









=∗

0
1

x

)(xϕ

38

( ) ( )( ) ( )( ) ( )( ) ( )( )( )31222221 1, −−++= xxxxxL λλ

2𝑥𝑥 2





39



 Metoda współczynników Lagrange’ a - wyjaśnianie

S

L

l
lxlxx xxFxL 0)()(),(

1
=∇+∇=∇ ∑

=

ϕλλ

[ ])()()()( 21 xxxxG Lxxx ϕϕϕ ∇∇∇= 

0)()( =+∇ λxGxFx )()( xFxG x−∇=λ

[ ] LxFxGrankxGrank x =∇−= )()()( 

Rozwiązanie powyższego równania liniowego istnieje jeżeli i jest jednoznaczne gdy:

40

oraz niejednoznaczne gdy:

[ ] LxFxGrankxGrank x <∇−= )()()( 



 𝐴𝐴𝐴𝐴 = 𝑏𝑏 𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 𝐴𝐴 −𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 𝑆𝑆 × 𝑆𝑆 , 𝑏𝑏 − 𝑆𝑆 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤

 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐴𝐴 ⋮ 𝑏𝑏 = S rozwiązanie jednoznaczne
 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐴𝐴 ⋮ 𝑏𝑏 < S rozwiązanie niejednoznaczne
 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ≠ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐴𝐴 ⋮ 𝑏𝑏  uklad równań sprzeczny



 Wracamy do przykładu 2.2.2

( ) ( )2)2(2)1()( xxxF +=

( ) ( ) 01)( 3)1(2)2( =−−= xxxϕ
)1(x

)2(x









=∗

0
1

x

)(xϕ
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( ) ( )( ) ( )( ) ( )( ) ( )( )( )31222221 1, −−++= xxxxxL λλ





43



 Wracamy do przykładu 2.2.2

𝐺𝐺 𝑥𝑥 = ∇𝑥𝑥𝜑𝜑 𝑥𝑥 = 3 𝑥𝑥 1 − 1
2

2𝑥𝑥 2 �𝑥𝑥 = 1
0

= 0
0

𝐺𝐺 𝑥𝑥 ⋮ −∇𝑥𝑥𝐹𝐹 𝑥𝑥 = ∇𝑥𝑥𝜑𝜑 𝑥𝑥 ⋮ −∇𝑥𝑥𝐹𝐹 𝑥𝑥 = 3 𝑥𝑥 1 − 1
2

2𝑥𝑥 2
⋮ 2𝑥𝑥 1

2𝑥𝑥 2 �𝑥𝑥 = 1
0

= 0 2
0 0

𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐺𝐺 𝑥𝑥 ⋮ −∇𝑥𝑥𝐹𝐹 𝑥𝑥 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟 0 2
0 0 = 1, 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑥𝑥 = 𝑟𝑟𝑟𝑟𝑟𝑟𝑟 0

0 = 0

( ) ( )2)2(2)1()( xxxF += ( ) ( ) 01)( 3)1(2)2( =−−= xxxϕ

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑥𝑥 ≠ 𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝐺𝐺 𝑥𝑥 ⋮ −∇𝑥𝑥𝐹𝐹 𝑥𝑥  →  𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 𝑥𝑥∗ = 1
0 − 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 



Sxx xL 0),(
,
=∇ ∗∗ λ

λ

Jeżeli F(x) jest funkcją ciągłą, różniczkowalną i wypukłą oraz ograniczenia 
                                            są liniowe  to układ równań:

ma jedno rozwiązania i jest ono rozwiązaniem zadania optymalizacji z 
ograniczeniami  równościowymi.

Powyższy układ równań w tym przypadku jest warunkiem koniecznym i 
wystarczającym         

Lx
xL 0),(

,
=∇ ∗∗ λλ λ
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)(,),(),( 21 xxx Lϕϕϕ 



Uogólniona metoda współczynników Lagrange’ a

∑
=

+=
L

l
ll xxFxL

1
00 )()(),,( ϕλλλλ

Warunki konieczne optymalności:

Sxx xL 0),,(
0,,0 =∇ ∗∗ λλ

λλ

Uogólniona funkcja Lagrange’ a:

Lx
xL 0),,(

0,,0 =∇ ∗∗ λλλ λλ
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 Uogólniona metoda współczynników Lagrange’ a

S

L

l
lxlxx xxFxL 0)()(),,(

1
00 =∇+∇=∇ ∑

=

ϕλλλλ

S

L

l
lxlxS

L

l
lx

l
x xxFxxF 0)()(0)()(

11 0

=∇′+∇⇒=∇+∇ ∑∑
==

ϕλϕ
λ
λ1O 00 ≠λ

2O 00 =λ S

L

l
lxl x 0)(

1
=∇∑

=

ϕλ

- z tego warunku otrzymamy
   rozwiązania regularne

Podobnie jak poprzednio otrzymane rozwiązania wymagają zbadania
 warunków drugiego rzędu czyli zbadania określoności macierzy:
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- z tego warunku otrzymamy rozwiązania
   nieregularne



Uogólniona metoda współczynników Lagrange’a  
Przykład 2.2.2

( ) ( )2)2(2)1()( xxxF +=

( ) ( ) 01)( 3)1(2)2( =−−= xxxϕ
)1(x

)2(x









=∗

0
1

x

)(xϕ

48

( ) ( )( ) ( )( )( ) ( )( ) ( )( )( )31222221
0 1, −−++= xxxxxL λλλ





49









51



52


	Optymalizacja systemów�https://dlaczegologia.pl/
	Podstawy matematyczne
	Podstawy matematyczne
	Podstawy matematyczne
	Podstawy matematyczne
	Podstawy matematyczne
	Podstawy matematyczne
	Podstawy matematyczne
	Slajd numer 9
	Typowe zadania decyzyjne
	Typowe zadania decyzyjne
	Analityczne metody optymalizacji
	Zadanie optymalizacji bez ograniczeń
	Zadanie optymalizacji bez ograniczeń
	Zadanie optymalizacji bez ograniczeń
	Przykład 2.1.1
	Przykład 2.1.2
	Przykład 2.1.2 c.d.
	Przykład 2.1.3
	Przykład 2.1.3 c.d.
	Przykład 2.1.3 c.d.
	Przykład 2.1.3 c.d.
	Przykład 2.1.3 c.d.
	Przykład 2.1.3 c.d.
	Typowe zadania decyzyjne
	Zadanie optymalizacji �z ograniczeniami równościowymi
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Wyjaśnienie warunków koniecznych
	Wyjaśnienie warunków koniecznych
	Wyjaśnienie warunków koniecznych
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Przykład 2.2.1
	Przykład 2.2.1 c.d.
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Przykład 2.2.2
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Slajd numer 41
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Przykład 2.2.2
	Slajd numer 44
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Zadanie optymalizacji z ograniczeniami równościowymi �Metoda mnożników Lagrange’ a
	Przykład 2.2.2
	Przykład 2.2.2
	Przykład 2.2.2
	Dziękuję za uwagę

